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Introducing DBRX
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Help everyone build and serve custom AI models…

…using their own unique data…

…to achieve the highest quality on their domain…

…as efficiently and cost-effectively as possible.

We can take you from API calls to full pretraining.

Our Mission
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An open LLM built entirely at Databricks.

132B parameters. Behaves like 36B parameters.

A leading open model on popular benchmarks.

What is DBRX?
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It wasn’t to build the world’s best model.

We upgraded our LLM training stack.

Stress testing and improving Databricks for GenAI.

Why did we build DBRX?

Lilac AI for 
data exploration 

and curation

Notebooks and 
Apache Spark for 
data cleaning and 

processing

Unity Catalog for 
data storage and

governance

Mosaic AI 
Pretraining to

train the model

MLflow and 
Lakeview for

experiment tracking
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It wasn’t to build the world’s best model.

We upgraded our LLM training stack.

Stress testing and improving Databricks for GenAI.

This talk: how to build custom DBRX-class models.

Why did we build DBRX?
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Friendly Advice
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Start small and work your way up.

Don’t trust what you read in the literature.
Test everything for yourself.

Don’t trust intuition, received wisdom, or a rumor. 
Test everything for yourself.

Do the math.

Friendly Advice
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Start small and work your way up.

Don’t trust what you read in the literature.
Let Databricks be your research team.

Don’t trust intuition, received wisdom, or a rumor. 
Let Databricks be your research team.

Do the math together. We have your back.

Friendly Advice
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Roadmap
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Define success (evaluation)

Understand your budget (model and data size)

Fill in the details (which model and data)

And then you train… (scaling and infrastructure)

Roadmap
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Evaluation
You can’t make progress until 
you know what success looks 
like.
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Something cheap and automatic.

Something somewhat involved and more realistic.

Something close to the real world.
(Can be slow and expensive.)

Evaluation: what you need
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Something cheap and automatic.

● Your inner development loop.

● Has right and wrong answers.

● For DBRX: the Mosaic Gauntlet

Evaluation: what you need
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Evaluation: what you need
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Something somewhat involved and more realistic.

● Evaluates the generative behavior of the model.

● Likely uses LLM-as-a-judge.

● For DBRX: MTBench, IFEval, Arena Hard.

Evaluation: what you need
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Something close to the real world.

● Real human evaluation.

● Slots into an existing workflow for A/B testing.

● For DBRX: Human annotation, customer feedback.

● For image models: Human preferences in product.

Evaluation: what you need
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Read your evaluation sets and results
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Read your evaluation sets and results
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Read your evaluation sets and results



©2024 Databricks Inc. — All rights reserved

Read your evaluation sets and results

So many “errors” on BIRD Bench are in fact the 
model making a reasonable guess at the user’s 
unclear query or providing helpful context.

We estimate that somewhere around 70% of 
GPT-4’s “mistakes” on BIRD Bench should be 
marked as correct.

Internal Slack
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Read your evaluation sets and results

Inflection Blog
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My deepest, darkest fear

Customer: We just spent $$$$$ pretraining
an LLM with you.

Customer: ………is it good?

We must know how good it will be beforehand.
We should easily be able to verify afterwards.
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Model and Data Size
Understand your budget and 
constraints. Plan accordingly.
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Attempt 1: Training Compute Cost

You have a budget of $. Train the best model.

The cost of training ≈ model size x data size.

Extreme 1: Train a giant model on very little data.

Extreme 2: Train a tiny model on tons of data.

The answer is somewhere in between. But where?
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Attempt 1: Training Compute Cost

The Chinchilla paper. Tokens = 20 x Parameters.
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Attempt 1: Training Compute Cost
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Attempt 2: Lifecycle Compute Cost

Train the best model and perform inference.

Worth training a smaller-than-optimal model to 
reduce inference cost.

Also has the benefit of simplifying training.
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Attempt 2: Lifecycle Compute Cost

Train the best model and perform inference.

Model Chinchilla Llama2-7B Llama2-70B Llama3-8B Llama3-70B

TPR Ratio 20 285 28.5 1875 214.2
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Attempt 3: Compute + Data Cost

1 2 3 4

1.  Pretraining

2. Curriculum Learning

3. Fine-Tuning

4. RLHF

~10T tokens, general data

~1T tokens, higher quality

~10K-100K instructions

~10K-100K preferences
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Attempt 3: Compute + Data Cost

1 2 3 4

1.  Pretraining ~10T tokens, general data

Your
Data
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Attempt 3: Compute + Data Cost

1 2 3 4

Your
Data

2. Curriculum Learning ~1T tokens, higher quality
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Attempt 3: Compute + Data Cost

1 2 3 4

3. Fine-Tuning ~10K-100K instructions

Your Data
Human 

Annotation
O($10-100)
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Attempt 3: Compute + Data Cost

1 2 3 4

3. Fine-Tuning ~10K-100K instructions

Llama2 Paper
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Attempt 3: Compute + Data Cost

1 2 3 4

3. Fine-Tuning ~10K-100K instructions

Your Data
Human 

Annotation
O($10-100)

Synthetic 
Data
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Attempt 3: Compute + Data Cost

1 2

4. RLHF ~10K-100K preferences

Your Data
Human 

Annotation
O($5-20)

3 4
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Attempt 3: Compute + Data Cost

1 2 3

4. RLHF ~10K-100K preferences

4

Llama2 Paper
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Which Data?
You are what you train on.
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Exercise: Build a 1T Token Pretraining Set
Dataset Size

Web data 2.4T tokens

Code data 400B tokens

Wikipedia English 7B Tokens

Wikipedia Other 47B Tokens

Science papers 60B Tokens

Literature 5B Tokens

Distribute evenly? Upsample certain datasets?
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Exercise: Build a 1T Token Pretraining Set

What is your goal with this model? Evaluation!
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Exercise: Build a 1T Token Pretraining Set
Dataset Size

Web data 2.4T tokens

Code data 400B tokens

Wikipedia English 7B Tokens

Wikipedia Other 47B Tokens

Science papers 60B Tokens

Literature 5B Tokens

Distribute evenly? Upsample certain datasets?
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The Original Llama Dataset
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The Value of Better Data

Arch. Tokens Dataset Gauntlet Score

MPT-7B 1000B MPT (Apr 2023) 30.9%
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The Value of Better Data

Arch. Tokens Dataset Gauntlet Score

MPT-7B 1000B MPT (Apr 2023) 30.9%

MPT-7B 1000B DBRX (Jan 2024) 39.0%

Updated dataset leads to 8.1pp improvement.
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The Value of Better Data

Arch. Tokens Dataset Gauntlet Score

MPT-7B 1000B MPT (Apr 2023) 30.9%

MPT-7B 500B DBRX (Jan 2024) 32.1%

With a better dataset, we get a
better model with half as much data.
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Key Questions About Data

How should you mix data? Freshness vs. repetition.

Quality vs. Quantity

Should you deduplicate your data?

Run experiments. Let science be your guide.
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How to run experiments

Start small and work your way up.
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How to run experiments

Start with small models and see how your metrics 
improve as you scale.

Risk: Your metrics may not have
signal until a certain scale.

Must train a 7B model on 2T tokens to get signal 
on a popular coding benchmark (HumanEval).  
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How to run experiments

Get a running start.
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How to run experiments

1 2 3 4

Do something reasonable during pretraining.

Experiment extensively during curriculum learning.

As our customer, you can get intermediate DBRX 
checkpoints to use for curriculum learning 
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Data Logistics

You have TBs or PBs of data.

Where do you put it?

How do you get it to your training cluster?

How do you shuffle it?

How do you ensure determinism?
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Data Logistics

www.github.com/mosaicml/streaming
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Which Model?
Spoiler: It’s going to be a transformer.
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Our Advice: Follow the Beaten Path

Train a transformer.

Perform next-token prediction.

Use quadratic attention.

Follow the Llama scaling rules.

For advanced users: Use RoPE and Adam
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Our Latest Stack

FP8 and Mixture-of-Experts (MoE)

● FP8 = precision we use for matrix multiplication
● MoE = model architecture
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Training in FP8

FP8 training on H100 is 1.5x faster
than BF16 in practice.  
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Mixture-of-Experts: TLDR

Bigger models are better than smaller ones.

Bigger models are slower than smaller ones.

Insight: Use a big model, but only activate a small 
part of it for any input.

Quality of a bigger model, speed of a smaller one.
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Mixture-of-Experts: Implementation Details

Diagram source: Switch Transformers (https://arxiv.org/abs/2101.03961)

BEFORE: The Transformer Block 
processes each Token with the 

same single set of weights

Token 
AToken B

<< 1 set of weights

<< 1 set of weights

Token 
A’Token B’
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Mixture-of-Experts: Implementation Details

Diagram source: Switch Transformers (https://arxiv.org/abs/2101.03961)

BEFORE: The Transformer Block 
processes each Token with the 

same single set of weights

AFTER: create multiple copies of 
the FFN layer, learn the weights 
independently, and route each 
Token to the best copy

Token 
AToken B

<< N_EXPERTS 
copies of weights

<< 1 set of weights

Token 
A’Token B’
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Mixture-of-Experts: Implementation Details

Token 
A

Token B

Diagram source: Switch Transformers (https://arxiv.org/abs/2101.03961)

Token 
AToken B

Token 
A’Token B’

<< N_EXPERTS 
copies of weights

<< 1 set of weights

Token A’ Token B’

N_EXPERTS=4
TOP_K = 1
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The Value of Mixture-of-Experts

Arch. Active Params Relative FLOPs Gauntlet Score

Llama2-13B 13B 1.7x 43.8%
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The Value of Mixture-of-Experts

Arch. Active Params Relative FLOPs Gauntlet Score

Llama2-13B 13B 1.7x 43.8%

DBRX Small 6.6B 1x 45.5%
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The Value of Mixture-of-Experts

Arch. Active Params Relative FLOPs Gauntlet Score

Llama2-13B 13B 1.7x 43.8%

DBRX Small 6.6B 1x 45.5%

Our mixture-of-experts training recipe
scored higher, used 1.7x less training compute, and 
behaves like a model 2x smaller at inference time.
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Do the math
How long will it take to train?
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s

Data = 20 x 7e9 = 1.8e11
FLOPs = 6 x 7e9 x 1.8e11 = 5.88e21
Cluster FLOP/sec = 3.12e14 x 64 = 2e16
Time = FLOPs / Cluster FLOP/sec = 5.88e21 / 2e16 = 3.4 days

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s

There’s something missing here!

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s

There’s something missing here!

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s

You won’t fully utilize your GPU.
There are other bottlenecks in the system.

This is the theoretical peak. You will get power limited.

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s

MFU = Model Flop Utilization
What fraction of the peak GPU FLOP/sec is your model getting?

Only counts 6 x Parameters x Tokens, not recomputation.
For this configuration, 50.7% MFU.

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s

Data = 20 x 7e9 = 1.8e11
FLOPs = 6 x 7e9 x 1.8e11 = 5.88e21
Cluster FLOP/sec = 3.12e14 x 64 = 2e16
Time = FLOPs / Cluster FLOP/sec = 5.88e21 / 2e16 = 3.4 days

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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How long will it take to train my model?

How Long to Train
7B Param Model
Chinchilla Tokens
64 H100s
Data = 20 x 7e9 = 1.8e11
FLOPs = 6 x 7e9 x 1.8e11 = 5.88e21
Cluster FLOP/sec = 3.12e14 x 64 x 50.7% = 1.01e16
Time = FLOPs / Cluster FLOP/sec = 5.88e21 / 1.01e16 = 6.7 
days

Cheatsheet
FLOPs = 6 x Parameters x Tokens
Tokens = 20 x Parameters (Chinchilla)
A100 = 312 TFLOP/sec = 3.12e14 

FLOP/sec
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Nuts and Bolts
The technologies we built on.
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We share our training code open source

Composer. Training library built for scalability.

Streaming. Stream efficiently from object stores.

LLM Foundry. Highly efficient and scalable training 
and fine-tuning code for popular LLMs.

MegaBlocks. Mixture-of-Experts implementation.
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We share our training code open source

Composer. github.com/mosaicml/composer

Streaming. github.com/mosaicml/streaming

LLM Foundry. github.com/mosaicml/llm-foundry

MegaBlocks. github.com/databricks/megablocks
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We partner with the community

MegaBlocks Pytorch FSDP TensorRT-LLM
(Inference)

vLLM (Inference) EleutherAI LLM 
evaluation harness

Amazing collaborators
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Scaling Up

Problem 1: DBRX is too big to fit on one GPU.

Problem 2: To finish our training run in a reasonable 
amount of time, we need to train on 3072 GPUs.
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Scaling Up: Pipeline Parallelism?

Colossal AI
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Scaling Up: Tensor Parallelism?

Misha Laskin
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Scaling Up: Data Parallelism

GPU 1 GPU 2 GPU 3 GPU 4

Layer 1 Layer 1 Layer 1 Layer 1

Layer 2 Layer 2 Layer 2 Layer 2

Activation Activation Activation Activation

Activation Activation Activation Activation

Layer 3 Layer 3 Layer 3 Layer 3
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Scaling Up: Data Parallelism

GPU 1 GPU 2 GPU 3 GPU 4

Layer 1 Layer 1 Layer 1 Layer 1

Layer 2 Layer 2 Layer 2 Layer 2

Activation Activation Activation Activation

Activation Activation Activation Activation

Layer 3 Layer 3 Layer 3 Layer 3
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

Layer 1 Layer 1 Layer 1 Layer 1

Layer 2 Layer 2 Layer 2 Layer 2

Layer 3 Layer 3 Layer 3 Layer 3
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

1 1 1 1 1 1 1 1 1 1 1 1

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

3 3 3 3 3 3 3 3 3 3 3 33 3 3 3

1 1 11
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

1 1 1

2 2 2 2

3 3 33

1
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

2 2 2 2

3 3 33

1 1 1 1 1 1 1 1 1 1 1 11 1 11

Activation Activation Activation Activation
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

2 2 2 2

3 3 33

Activation Activation Activation Activation

Activation Activation Activation Activation

1 1 11

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

3 3 33

Activation Activation Activation Activation

Activation Activation Activation Activation

1 1 11

2 2 2 2

3 3 3 3 3 3 3 3 3 3 3 33 3 3 3
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Scaling Up: Data Parallelism + FSDP

GPU 1 GPU 2 GPU 3 GPU 4

1 1

2 2 22

3 3 33

1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Activation Activation Activation Activation

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

Activation Activation Activation Activation

3 3 3 3 3 3 3 3 3 3 3 33 3 3 3
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Scaling Up: Data Parallelism + FSDP
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And then you train…
and all hell breaks loose

and Databricks is here to help!
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Problem: Training Instability and Loss Spikes

Our solution: Special hyperparameters and 
optimization strategies that mitigate loss spikes. 
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Problem: Hardware Failures

Normally: O(N) things can go wrong Training : O(N^2) things can go wrong

● Roughly once every 1000 H100-days
● GPUs, Switches, Communication Libraries (NCCL) 
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Our solution: Automatic failure detection and 
blazingly fast job restart times.

Problem: Hardware Failures
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Our solution: Automatic failure detection and 
blazingly fast job restart times.

BEFORE AFTER

Problem: Hardware Failures
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Friendly Advice
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Start small and work your way up.

Don’t trust what you read in the literature.
Test everything for yourself.

Don’t trust intuition, received wisdom, or a rumor. 
Test everything for yourself.

Do the math.

Friendly Advice
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Start small and work your way up.

Don’t trust what you read in the literature.
Let Databricks be your research team.

Don’t trust intuition, received wisdom, or a rumor. 
Let Databricks be your research team.

Do the math together. We have your back.

Friendly Advice
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